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ABSTRACT

We propose a posture-estimation method that employs wearable
devices. By attaching fisheye cameras to the palms and backs of
both hands, the system captures the surrounding environment in
all directions. The implementation of these features enables the
simple and comfortable tracking of fingertip and upper-body mo-
tions that can be reflected in a virtual space. This paper describes
the concept and implementation of the proposed system.
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1 INTRODUCTION

This paper proposes a system that estimates hand and upper-body
postures in real time by attaching fisheye cameras to the palms and
backs of both hands of a user. Communication and experience in
virtual spaces, such as online conferencing and teleworking, have
increased significantly in recent years. However, manipulating ob-
jects in a virtual space requires the user to use a controller that
lacks immersion because it does not directly reflect real-world ac-
tions. The purpose of this research is to improve immersive expe-
riences. The upper body is an important medium for a wide range
of interpersonal communication, such as eye contact and gestures,
and many studies on upper-body posture estimation have been
conducted in the field of human-computer interaction. Ahuja et al.
have enabled full-body posture estimation by attaching a wearable
camera and a sphere-shaped mirror to the user’s head[1]. However,
wearing a device on the head limits their activity.
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Figure 1: Wearing fisheye cameras on the user’s hand

This research proposes a simple and user-friendly system that
allows users to estimate posture using fisheye cameras attached to
the palms and backs of both hands. Kuno et al. proposed a wear-
able device that measures skin deformation on the back of the hand
using a reflective optical sensor [2]. They estimated hand posture
using a CNN for interaction methods in virtual spaces and con-
ducted experiments to evaluate the accuracy of the device. This
method can only estimate hand postures and cannot interpret ges-
tures made with the human body. Maruyama and Kono developed
an AR pottery wheel-throwing system employing an HMD and
omnidirectional cameras, each of which was attached to the cen-
ter of the user’s palm [3]. The omnidirectional cameras enable the
estimation of the user’s finger postures and the three-dimensional
relative position and orientation between the user’s hands and the
virtual clay model on the wheel. Their system only estimated the
relative position of the head and hand and could not estimate the
posture of the upper body, including the arms. Our proposed sys-
tem employs fisheye cameras attached to the user’s hands to cap-
ture 360° videos of each hand and estimate the position and posture
of the head and fingers without restricting the posture of the up-
per half of the body. Figure 1 shows the appearance of the proposed
system. We believe that this research will enhance communication
among multiple individuals through virtual objects without com-
promising immersion.

2 RESEARCH OUTLINE

Fisheye cameras wear attached to the palms and backs of both
hands to enable posture estimation without restricting the activi-
ties of the upper body and fingers, and image processing technol-
ogy was employed to enable upper-body posture estimation, in-
cluding finger joint postures. An AR checkerboard was placed on
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a desk to establish the user’s position in the virtual space, and the
user’s position relative to the checkerboard in the physical space
was then mirrored in the virtual space. The user’s head in the fish-
eye image is normalized by rotating the image based on frame-by-
frame rotation differences. The hand posture was estimated using
the method described by Maruyama and Kono [3]. The facial re-
gion, which is a part of the fisheye image, has limited pixels and
low resolution, which causes the feature points of the facial parts to
deviate from the actual coordinates. This research employed both
the histogram gradient of the face area and the distance between
the human eyes to estimate the position and posture of the head.
The head posture was determined by analyzing the facial features
in the histogram of the face region. The distance from the cam-
era to the head is calculated by consulting the average interocu-
lar distance (PD), which is 64mm plus or minus 5 mm for an adult
Japanese, as reported by Taya [4]. By implementing these methods
and reflecting the estimated hand and head postures in the virtual
space, users can simply wear small wearable devices on their hands
to replicate both their fingertip and body movements in the virtual
space. The upper-body posture estimation method in this research
requires users to wear camera devices attached to both the palms
and backs of their hands, and the blind spots of the camera on the
back of each hand can be compensated for by the camera on the
palm.

3 ESTIMATION OF HEAD POSITION AND
POSTURE

3.1 Head Tracking in Roll Direction

The aberration of the fisheye camera hinders the detection of face
rotation in the roll direction by simply applying Haar-like feature
detection functions included in the Dlib image-processing library.
The rotational difference between two successive frames, in which
a face is detected, is rotated and normalized in advance in the next
frame to ensure that feature points can be consistently detected in
consecutive frames.

3.2 Head Posture and Position Estimation

The histogram gradient and interocular distance were used to esti-
mate head posture. Takeoka et al. conducted experiments on auto-
matic face detection and face orientation recognition using images
that include skin color information [5]. We employed histogram
gradients to estimate the facial posture based on their research.
The proposed method first determines the facial area using the
tracking method described in Section 3.1. The cropped image is
sliced into 15-px segments along the x- and y-axes. The positions
of the pupil centers and eye contours are estimated by analyzing
the gradient of the HSV color space histogram of the skin color pix-
els in each segmented image. The histograms near the nose show
that the gradients of saturation (s) and brightness (v) of the skin
color are small, and the histograms are clustered around the same
value because the skin color is similar to that of the nose. The s and
v values of the skin color near the chin were almost the same as
those near the nose, and only a limited number of pixels in other
areas had similar s and v values. These pixels can be removed by
eliminating small skin-colored regions. The translation vector of
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the head from the camera is estimated by consulting the pupil po-
sitions, eye contours, and PD described in Section 2.

4 CONCLUDING REMARKS

In this research, a VR communication tool that is more versatile,
immersive, and intuitive than existing research was developed. Fish-
eye cameras were attached to the back and palm of both hands, and
image processing techniques were employed for upper-body pos-
ture estimation, as well as finger joint posture estimation. For the
upper-body posture estimation process, an AR checkerboard was
used to determine the user’s position in the virtual space, head
tracking was performed in the roll direction using rotation dif-
ferences, and a face position and posture estimation method was
proposed using histogram gradients and interocular distance. To
demonstrate the superiority of the proposed method over existing
methods that that rely solely on Haar-like features, we conducted
an evaluation experiment involving seven subjects. The experi-
mental results showed that the proposed method is more effective
than the existing methods under certain conditions and that the
proposed method is particularly effective when there are signifi-
cant changes in head direction.

The appearance of the system, as shown in Figure 1, is some-
what unrealistic. This is because the prototype system employs
“commercial” camera devices, each of which is RICOH THETA.
We believe that the appearance is significantly realistic when the
devices are embedded in the skin of the hand. Creatures or mon-
sters that have an eye on each parm, such as the Japanese ancient
mythical nymph or monster “Tenome” or Pale Man in the movie
“Pan’s Labyrinth,” directed by Guillermo del Toro, have frequently
appeared in legends or literature. Incorporating elements reminis-
cent of such creatures into our system enhances its functions and
enriches our lives.
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