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Abstract  

This paper presents the method for recognizing the 

walking motion of the user with estimating position and 

pose of leg mounted camera devices by employing 

Visual SLAM. Approximate displacement of the position 

and orientation of the sensor terminal can be estimated 

using output values of the acceleration sensor, the gyro 

sensor, and the geomagnetic sensor. It is also 

considered that the position and orientation of the 

terminal can be estimated by the image captured by 

the camera mounted on each terminal. The system 

records surrounding scenery of the user with each 

camera device attached to each part of the user's leg, 

and estimates the 3D position and orientation of each 

camera device by using Visual SLAM. Finally, we 

develop the walking training support system that does 

not require a special environment. 
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Introduction 

In this research, we have developed the system for 

recognizing the walking motion of user by estimating 

the 3D position and orientation of the camera terminals 

attached to the user's legs. Recently, as society ages, 

various rehabilitation technologies that support the 

healthy living of elderly people attract attention. Causes 

for elderly people to need nursing care include fractures 

and joint diseases, and these are often come from 

deterioration of physical function due to aging and 

deterioration of walking ability. For elderly people, 

walking training to prevent deterioration of walking 

ability is necessary for maintaining health condition and 

improving the quality of life. However, special walking 

training requires expert guidance and special 

environment such as training facilities. Our goal is a 

walking training support system that does not require a 

special environment. The rough flow of the entire 

system is shown in Figure 1. In order to recognize the 

walking motion of the user, we attach camera terminals 

to each part of the user's legs, and the system 

estimates the position and orientation of the terminal 

with the camera images photographed by each terminal 

and various sensor output values. In this paper, we 

mainly describe the recognition method of walking 

motion of the user. 

 

Figure 1 Flow of the entire system 

 

Related Works 

Many methods for estimating the position and 

orientation of the camera from the camera images have 

been proposed. Hamada et al. [1] proposed a method 

to estimate the 3D position and orientation of a mobile 

camera by matching feature points extracted from 

images captured with both environmental cameras and 

a mobile camera. In this method, it is necessary to 

prepare environmental cameras that shoots the 

measurement range and the position and orientation 

estimation of the mobile camera is performed only 

within the space of the range that can be shot by the 

environmental camera. In this research, we aim to 

realize better recognition with only user camera without 

using environmental cameras. Some researchers 

proposed a method of estimating the displacement of 

the terminal by integrating the acceleration sensor 

values, but this method has problem that the error of 

the estimated position accumulates together with the 

time of measurement. Furthermore, in the method of 

this study, the orientation of the terminals attached to 

each part of the leg changes according to the 

movement of the leg.  



 

Therefore, it is necessary to perform coordinate 

transformation from the local coordinate system based 

on the terminal to the world coordinate system and 

then to integrate the acceleration sensor values on 

each coordinate axis in order to estimate the 

displacement of the terminal based on the acceleration 

sensor values. Singhal et al. [2] succeeded in reducing 

this error by carrying out filtering processing with the 

high pass filter and the low pass filter on the 

acceleration sensor values and then performing 

coordinate transformation. However, it is difficult to 

correct the error to such an extent that the walking 

motion in the indoor can be recognized by this method. 

In this research, we use Visual SLAM and Google VR 

API for estimating the position and orientation of the 

terminal, thereby realizing robust walking motion 

recognition with high accuracy. 

 

Hardware Setup 

In this research, we employ Android smartphones 

(ASUS ZenFone 2 ZE 551 ML) as terminal for 

recognizing the walking motion of the user because it is 

relatively easy to realize the hardware requirements 

required by the system. This smartphone can shoot 

movies with resolutions up to 1,920×1,080 (Full HD), 

and it equips with an acceleration sensor, a 

geomagnetic sensor, and a gyro sensor. The walking 

motion of the user is recognized by estimating the 

three-dimensional position and orientation of the 

smartphone with the camera image and the output 

value of various sensors. The installation image of the 

proposed system is shown in Figure 2. Total of eight 

smartphones is attached to each part of both of the 

user’s legs. In order to fix each smartphone to the 

user’s legs, we made dedicated wearing belt. This 

wearing belt is made up of a nylon material belt and a 

flip cover for fixing the smartphone. The length of the 

belt can be adjusted by an adjuster attached to the belt 

so as to match the diameter of the user’s leg and the 

attachment site.  A unit composed of a smartphone and 

a wearing belt is hereinafter referred to as "measuring 

unit". Figure 3 shows the measurement unit and its 

mounting image.  

 

Walking Motion Recognition 

In this research, the system estimate the position and 

orientation of each terminal by using the image around 

the user photographed by the camera terminal 

attached to each part of the user's leg and the output 

value of various sensors equipped with the terminal 

(Figure 4). Visual SLAM [3] is used to estimate the 

position of the camera from the images captured by the 

terminal attached to the user's right waist. SLAM 

(Simultaneous Localization and Mapping) is a general 

term for technologies that realize high-precision and 

high-speed self-location estimation by simultaneously 

performing environment map creation and self-location 

estimation. Among them, which using image 

information obtained from cameras and the like is 

called Visual SLAM. Examples of Visual SLAM include 

PTAM [4] by Klein et al. and LSD-SLAM [5] by Engel et 

al. In this research, we use ORB-SLAM [6] by Mur-Artal 

et al. to estimate the position and orientation of the 

camera. The ORB-SLAM is a feature point-based Visual 

SLAM that operates with a monocular camera and it 

adopts ORB feature detection as a method of detecting 

feature points in images. Using the ORB-SLAM, the 

system estimate the position and orientation of the 

 

 

Figure 2 Installation image 

of the system 

 



 

waist from the camera image shot by the camera 

terminal attached to the user's right waist. In addition, 

orientation estimation by the Google VR API is 

performed at each terminal. Google VR API is API for 

VR content developed by Google Inc. It can estimate 

pose using output values of acceleration sensor, 

geomagnetic sensor and gyro sensor. The azimuth 

angle of the terminal can be calculated from the 

geomagnetic sensor, and the tilt angle and the rotation 

angle can be calculated with both acceleration sensor 

values and gyro sensor values. The gyro sensor can 

acquire angular velocities of three axes of the terminal, 

and by integrating those with time, the rotation angle 

of each axis of the terminal can be estimated. However, 

this estimation contains a drift error, and it 

accumulates in proportion to the measurement time. 

This error can be corrected by using the estimated 

value of the terminal orientation derived from the 

gravitational acceleration obtained from the 

acceleration sensor. The system estimates the motion 

of the user's legs based on the self-position and 

orientation estimation result of each terminal and 

restores it as walking motion. For calibrating the 

system, the user assumes a stiffly erect posture as 

shown in Figure 5(A), and sensor readings from each 

smartphone terminal are recorded as initial posture 

values. After the calibration, the global position and 

posture of each terminal is continuously obtained by (1) 

calculating the differences of the sensor readings from 

the initial ones, and (2) consulting the current global 

position and posture of the terminal at user's waist 

calculated by Visual SLAM as in Figure 5(B). Then, the 

system reconstructs the walking motion of the user by 

 

Figure 4 Schematic of measuring system 

 

 

 

Figure 3 Measuring unit and 

its installation example 

 



 

reflecting the global position and posture of each 

terminal in the 3D model (Figure 5(C)). 

 

Demonstration System Implementation 

In this research, the system estimate the position and 

orientation of the terminal attached to each part of the 

user's leg by ORB-SLAM and Google VR API. We install 

an Android application for orientation measurement on 

each terminal. This application can transmit the 

orientation information of the terminal outputted by the 

Google VR API to the PC via Bluetooth and transmit the 

camera image photographed by the camera of the 

terminal to the PC via Wi-Fi. As a result, the orientation 

information of each terminal and the camera image 

photographed by the terminal attached to the right 

waist of the user are transmitted to the PC. The 

position of the user's right waist is estimated by 

performing ORB-SLAM processing on the image 

transmitted from the terminal. Then, from the 

estimated position and orientation information, it is 

restored as the motion of the leg starting from the 

position of the waist of the user. The motion of the leg 

is output as a 3D model by the demonstration system 

implemented on the PC (Figure 6). This demonstration 

system is implemented by Unity. The PC prepares a 

virtual socket for wireless communication for the 

number of installed terminals, and orientation 

information of the terminal received from each socket is 

reflected on each part of the leg of the 3D model. On 

the PC, Linux is installed as a virtual OS, and ORB-

SLAM is operated on a tool called ROS (Robot Operating 

System). Then, the position of the waist of the user is 

estimated by applying ORB-SLAM processing to the 

received camera image. 

 

 

 

Figure 5 System flow 

 

 

Figure 6 Schematic of demonstration system 



 

 

Figure 7 System operation example 

 

Concluding Remarks 

In this research, we present the system to recognize 

the walking motion of user by estimating the position 

and orientation of the camera terminals attached to the 

user's legs. We also developed a demonstration system 

that restores the user's walking motion by estimating 

the position and orientation of the terminal attached to 

each part of the user’s legs using Visual SLAM and 

Google VR API. Now, we have not verified the accuracy 

of walking recognition by this system yet. Therefore, 

we will verify the recognition accuracy of walking 

motion by this method by simultaneously conducting 

walking motion recognition by this method and walking 

motion recognition by optical motion capture system 

and improve the system more. We also aim to develop 

a system to support walking training of users by 

recognizing the walking motion of the user using the 

system proposed in this paper and guiding the walking 

exercise to the user.  
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