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1 Introduction



1.1 Related Work 



2 System Overview



3.1 Gazing-point Extraction

Ø Since the acquired data is noisy, it is smoothed

Ø Smoothing using weighted average
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3.2 Object-area Extraction 



3.2 Object-area Extraction

Ø Compare Euclidean distance of each object area
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3.2 Object-area Extraction 



3.3 Object-gazing-time Calculation

Gazing point



4.1 Important-scene Extraction

Ø Set scene importance based on the gaze 
time for an object

Ø If the gaze time for an object exceeds the 
threshold, set it as an important scene

Ø Threshold can be changed



4.2 Generation of Summary Video Based on 
Importance of the Scenes
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5.1 Experimental Method

Ø Investigate the usefulness of this system

Ø Compare with summary video that randomly 
extracted important scenes

Ø 9 subjects (6 males and 3 females)



5.1 Experimental Method

Ø Summarize questionnaires based on a 5-point Likert 
scale



5.2 Result 



5.2 Result 



6. Concluding Remarks

Ø Purpose : The summarization of long-term first-
person video 

Ø Technique : An automatic summarization system 
based on object gaze time

Ø Result : The usefulness of this system was 
confirmed

Ø Future Work : Regarding a userʼs pupil diameter


